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Urban greenhouse gas emissions from the Berlin area: A case study using airborne CO$_2$ and CH$_4$ in situ observations in summer 2018


Urban areas are recognised as a significant source of greenhouse gas emissions (GHG), such as carbon dioxide (CO$_2$) and methane (CH$_4$). The total amount of urban GHG emissions, especially for CH$_4$, however, is not well quantified. Here we report on airborne in situ measurements using a Picarro G1301-m analyser aboard the DLR Cessna Grand Caravan to study GHG emissions downwind of the German capital Berlin. In total, five aircraft-based mass balance experiments were conducted in July 2018 within the Urban Climate Under Change (UC) project. The detection and isolation of the Berlin plume was often challenging because of comparatively small GHG signals above variable atmospheric background concentrations. However, on July 20th enhancements of up to 4 ppm CO$_2$ and 21 ppb CH$_4$ were observed over a horizontal extent of roughly 45 to 65 km downwind of Berlin. These enhanced mixing ratios are clearly distinguishable from the background and can partly be assigned to city emissions. The estimated CO$_2$ emission flux of 1.39 ± 0.76 t s$^{-1}$ is in agreement with current inventories, while the CH$_4$ emission flux of 5.20 ± 1.70 kg s$^{-1}$ is almost two times larger than the highest reported value in the inventories. We localized the source area with HYSPLIT trajectory calculations and the global/regional nested chemistry climate model MECO(n) (down to ~1 km), and investigated the contribution from sewage-treatment plants and waste deposition to CH$_4$, which are treated differently by the emission inventories. Our work highlights the importance of strong CH$_4$ sources in the vicinity of Berlin and shows, that there is limited understanding of CH$_4$ emissions from urban regions, even for major cities in highly developed countries like Germany. Furthermore, we show that a detailed knowledge of GHG inflow mixing ratios is necessary to suitably estimate emission rates for Berlin.
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1 Introduction

Atmospheric mixing ratios of well-known greenhouse gases (GHGs), such as carbon dioxide (CO$_2$) and methane (CH$_4$), have increased by a factor of 1.4 and 2.5, respectively, compared to pre-industrial times (Hartmann et al., 2013). These gases contribute substantially to global warming due to the increased absorption of outgoing infrared radiation. The Paris Agreement (UNFCCC, 2015) aims to keep the global temperature rise below 2°C compared to pre-industrial levels. To achieve this ambitious goal, GHG emissions have to be reduced. However, for the development of efficient mitigation strategies and for the prediction of future climate impacts, an improved understanding and quantification of the GHG budget is needed. Typically two different approaches are used to estimate emissions.

The bottom-up approach has the advantage that emissions can be calculated globally and sector-wise. Furthermore, it provides detailed information about the different emission processes, but relies on statistical activity data and emission factors. It is well known that such input data are subject to large spatial and temporal heterogeneity, as well as to simplified assumptions with large uncertainties (Nisbet and Weiss, 2010; Brandt et al., 2014). The so-called top-down approach is based on atmospheric observations (on different scales), which are used to derive emission rates either with a mass-balance approach, as done in this study, or with inverse modelling techniques. These emission rates are commonly used to independently validate total bottom-up emissions, while the source
attraction to different emission processes usually is more challenging. Estimating emissions with bottom-up and top-down approaches can either provide insight into large discrepancies (as shown e.g. by an ensemble of seven different inverse models estimating ~30% higher European CH$_4$ emissions than bottom-up reported values (Bergamaschi et al., 2018)), or can confirm reported emissions (as shown e.g. for the city of Indianapolis by Turnbull et al. (2019)).

Currently urban areas cover less than 3% of the terrestrial earth’s surface (Liu et al., 2014), but accommodate more than half of the world’s population, with a persistently increasing trend (UN, 2018). This spatial concentration of human activities and their high energy consumption make cities a hotspot for GHG emissions (Kennedy et al., 2012; Marcotullio et al., 2013). With respect to CH$_4$, global anthropogenic emissions are relatively well-known, but the contributions of single source sectors on the national, regional and city scale are often not well quantified (Kirschke et al., 2013; Saunois et al., 2017). Total CO$_2$ emissions of developed countries can be estimated with high accuracy (due to the precise knowledge of national fossil fuel consumption amounts), however, the spatial and temporal distribution of emissions is less well known because of lack of appropriate data (Bréon et al., 2015). Therefore, several observational studies have focused on estimating CH$_4$ and CO$_2$ emissions from urban areas. Based on airborne measurements a major source of elevated CH$_4$ from cities in the United States was attributed to emissions related to natural gas and landfills (e.g. Cambaliza et al., 2015; Ren et al., 2018; Plant et al., 2019). Airborne studies on European cities are relatively sparse and to the best of our knowledge, they have been conducted in London (O’Shea et al., 2014; Pitt et al., 2019) and Rome (Gioli et al., 2014).

While airborne derived CO$_2$ emissions from Rome were found to agree with inventory data (Gioli et al., 2014), CO$_2$ and CH$_4$ emissions from London need to be scaled by a factor of 1.57 and 0.7, respectively, in order to agree with the airborne derived fluxes from Pitt et al. (2019). In this estimate peri-urban emissions from the greater London area were taken into account, which down scales their previous estimate based on the conventional mass balance approach (factors of 3.08 for CO$_2$ and 1.22 for CH$_4$, given in the same study). Ground-based observations in London (Helfter et al., 2016), Paris (Bréon et al., 2015), Cracow (Kuc et al., 2003; Zimnoch et al., 2019) and Florence (Gioli et al., 2012) provide additional information on urban GHG emissions, e.g. long-term CO$_2$ observations in Florence indicate 19% higher emissions than reported by inventories (Gioli et al., 2012). Atmospheric monitoring sites in Paris, together with an atmospheric inversion approach, point towards an overestimation of urban emissions by the local inventory (Bréon et al., 2015).

Here we report on aircraft-based in situ measurements of atmospheric CH$_4$ and CO$_2$ mixing ratios in order to estimate GHG emissions of Berlin. Five research flights up- and downwind of Berlin were conducted in July 2018 with the DLR Cessna aircraft in the framework of the Urban Climate Under Change project [UC] (Scherer et al., 2019b). Berlin itself is an interesting target for studying urban GHG emissions, as it is the largest German city in terms of area and second largest city in terms of population density (Statistisches Bundesamt, 2018). CO$_2$ emissions for the greater Berlin area (~33 Mt a$^{-1}$) are expected to be roughly similar to emissions from the well-studied London area (~32 Mt a$^{-1}$), while CH$_4$ emissions are ~50% lower (Berlin ~28 kt a$^{-1}$, London ~53 kt a$^{-1}$) when comparing estimates from Pitt et al. (2019) with the CAMS GHG inventory for 2015 (Kuenen et al., 2014). The relatively isolated location of Berlin and its flat topography makes the city an ideal target for the aircraft-based mass balance approach. To the best of our knowledge, the only published study on experimentally determined GHG fluxes from Berlin is by Hase et al. (2015) who estimated the CO$_2$ source strength of Berlin with ground-based Fourier-Transform infrared spectrometers. The city of Berlin has also been in the focus of several studies on the potential use of satellite measurements for estimating CO$_2$ emissions. They show, that even for future and highly sophisticated satellite systems, the identification and quantification of the Berlin city plume is extremely challenging (Pillai et al., 2016; Kuhlmann et al., 2019b), so that dedicated measurement campaigns will be an invaluable tool for validating both top-down and bottom-up inventories.

This paper is structured as follows: Section 2 introduces the aircraft instrumentation, the mass balance approach, the model setups, and compares three different emission inventories for the Berlin area. A mission overview is presented in Sect. 3.1. In Sect. 3.2 we assess the CO$_2$ and CH$_4$ emission rate for a selected flight on July 20th using the mass balance approach. We consider the history of the encountered air masses and discuss our estimate with respect to current GHG inventories. In Sect. 3.3 we compare our observations with simulated GHG mixing ratios from the global/regional nested chemistry climate model MECO(n) (MESSy-field ECHAM and COSMO models nested n times) to localize the source area and to investigate the contribution from different source sectors. Section 4 finally summarises the findings of the present study.

2 Material and methods

2.1 Airborne instrumentation

Aircraft measurements were performed with the DLR Cessna 208B Grand Caravan within the scope of the Urban Climate Under Change program [UC] (Scherer et al., 2019b). While the project’s main objective is to develop, apply and validate an urban climate model at high spatial resolution (<10 m) for three German cities, our airborne observational wind and temperature data of Berlin were used for the validation subproject (Scherer et al., 2019a). One of our other objectives was to analyse the urban GHG emissions measured from the airborne platform. The aircraft was equipped with a series of instruments to measure meteorological parameters and trace gas species. The meteorological sensor package (METPOD) was mounted at the left underwing pod and included a boom with a five-hole probe at its tip for basic data like temperature (standard deviation $\sigma = 0.15$ K), pressure (\(\sigma = 0.25\) hPa), humidity, wind direction ($\sigma = 2^\circ$) and wind speed ($\sigma = 0.3$ m s$^{-1}$); for details see Mallaun et al. (2015). Wind measurements during strong turns (i.e. more than 10$^\circ$ roll
angle) were discarded for further analysis as deviations of up to 1 m s\(^{-1}\) are possible (personal communication with C. Mallaun, 2019). The AEROControl IGI system, which is a combination of differential GPS (Global Positioning System) and IRS (Inertial Reference System), provided aircraft position data. The following trace gas analysers were used with their backward facing inlets at the right underwing pod: (1) a Picarro cavity ring-down spectroscopy analyser (G1301-m) for CO\(_2\), CH\(_4\) and water vapour (H\(_2\)O); (2) a modified Aerodyne Quantum and inter-band Cascade Laser Spectrometer (QCLS) for CO\(_2\), CH\(_4\), ethane (C\(_2\)H\(_6\)), carbon monoxide (CO) and nitrous oxide (N\(_2\)O); for details see Kostinek et al. (2019); (3) a Cavity Attenuated Phase Shift (CAPS) Sensor for nitrogen dioxide (NO\(_2\)) and a 2B ozone (O\(_3\)) monitor.

For this study, we used CH\(_4\) and CO\(_2\) data at 0.5 Hz from the Picarro analyser (for a general description see Chen et al., 2010). During the campaign, the analyser was frequently calibrated on ground with four multi gas cylinders from Air Liquide. Before and after the deployment these secondary standards were calibrated against two NOAA (National Oceanic and Atmospheric Administration) multi gas primary standards (cylinder #CB11542 and #CB11361), which are traceable to the WMO-X2007 and WMO-X2004A scale (Dlugokencky, 2005; Zhao and Tans, 2006). The overall measurement uncertainty is determined to be better than 0.2 μmol mol\(^{-1}\) for CO\(_2\) (hereafter referred to as ppm) and 1.1 nmol mol\(^{-1}\) for CH\(_4\) (hereafter referred to as ppb) based on the summation of the known sources of uncertainty in quadrature, which are listed in Table 1. Details on the error estimate can be found in Sect. S1 in the supplement.

### 2.2 Aircraft-based mass balance approach

To infer CH\(_4\) and CO\(_2\) emission rates, the aircraft-based mass balance approach is a well-established method (e.g. Mays et al., 2009; Karion et al., 2013; Heimbürger et al., 2017; Ren et al., 2018). A mass balance flight pattern typically includes one or multiple transects, that are in the ideal case aligned perpendicular to the wind direction and at an appropriate downwind distance from the source. Dependent on the study, they may also include an upward transect to determine the background mixing ratios. The upward transect usually is centred at the middle of the planetary boundary layer (PBL) and is used both to identify possible emission inflows (already being transported into the target region from a distant source) and to identify the natural atmospheric variability. The downwind transects, stacked at several altitudes within the PBL, capture the urban outflow downstream of the source. Vertical profiles, extending into the free troposphere, are used to determine the PBL depth. Flights are usually conducted in the afternoon, when the PBL is fully developed and its height is less variable during the time of the research experiment. Further assumptions are constant emission fluxes, steady wind speed and wind direction several hours before and during the flight experiment itself. The flux or mass flow rate [g s\(^{-1}\)] through a normal plane downwind of a source is then derived using Eq. (1):

\[
f = \int_0^{PBL} \int_{-a}^a [c(x) - c_{bg}] \frac{p}{T} R M u \, dx \, dz,
\]

The background mixing ratio \(c_{bg}\) is subtracted from the observed mixing ratio \(c\) at location \(x\) and \(z\) and is converted to molar density using the ideal gas law with observed pressure \(p\) and temperature \(T\), and the ideal gas constant \(R\). Combined with the molar mass \(M\) and the perpendicular component \(u\) of the horizontal wind, a mass flow per unit area is obtained. By integrating along the horizontal boundaries of the plume (\(-a\ to \(a\)) and in the vertical from ground to the top of the PBL, the mass flux through the plane is calculated. Uncertainties in the mass flux arise mainly from varying wind speed, the choice of background determination (e.g. using the mean or the lowest detected mixing ratios from an upwind transect or from edges of the downwind transects (Cambaliza et al., 2014; Peischl et al., 2015)), varying PBL depth, and limited observational data between the lowest altitude transect and the surface (Cambaliza et al., 2014).

### 2.3 Model setups

We use two different models to confine the source area and source origin related to our measurements. With the backward model HYSSPLIT (Hybrid Single Particle Lagrangian Integrated Trajectory) we examine the source area of the encountered air masses. With the global/regional nested chemistry climate model MECO(n) we simulate the transport of emitted tracers based on different emission inventories to compare simulated GHG enhancements with airborne observations.

#### 2.3.1 Lagrangian dispersion model HYSSPLIT

A general description of the HYSSPLIT model can be found e.g. in Stein et al. (2015). Here we use meteorological forecast data from the European Centre for Medium-Range Weather Forecasts (ECMWf) because of their high spatial and temporal resolution. Gridded fields are provided hourly with a horizontal resolution of 0.08° in latitude and 0.125° in longitude (–9 km × 9 km). The 137 model levels allow a vertical resolution of ~20 m near the ground, increasing to about 200 m at 3 km altitude.
We use backward trajectory calculations to reconstruct the pathway of the sampled air masses. Trajectories were started every 10 s from the flight track, while every 15 minutes along the trajectories information about latitude, longitude, height of the trajectory and depth of the model PBL are provided. These air histories can be used to define a so-called back trajectory (BT) footprint, which refers here to a more general definition of an area covered by the air mass within its residence time in the PBL. To do so, we first extract the BT points which were inside the PBL, and then determine their percentage residing in a defined grid box area between the downwind and upwind transects.

### 2.3.2 On-line coupled atmospheric chemistry model MECO(n)

The MECO(n) model couples on-line the global chemistry-climate model EMAC (ECHAM5/MESSy Atmospheric Chemistry) with the regional chemistry-climate model COSMO-CLM/MESSy in order to achieve a regional refinement (details can be found in Hofmann et al., 2012; Kerkweg and Jöckel, 2012a and 2012b; Mertens et al., 2016). COSMO-CLM (Rockel et al., 2008) is based on the COSMO (Consortium for Small scale Modelling) model and jointly further developed by the CLM-Community. For our campaign, a setup of three simultaneously running COSMO-CLM/MESSy instances nested into each other allows a fine horizontal resolution of 0.01° (~1 km × 1 km) over Berlin with 50 vertical model levels and a time step length of 20 s. In the global EMAC model (T42L90MA and 720 s) the prognostic variables temperature, divergence, vorticity and the logarithm of the surface pressure are nudged by Newtonian relaxation towards ECMWF operational analysis data. The COSMO-CLM/MESSy nests (i.e. over Europe at 0.44° and 240 s, over central Europe at 0.0625° and 60 s, and over NE Germany at 0.01° and 20 s) are directly driven by lateral and top boundary conditions from EMAC or from the corresponding coarser resolved nesting instance at each of the model time steps. The height of the midpoint of the uppermost grid box is approx. 80 km for EMAC and 22 km for COSMO-CLM/MESSy, respectively. A direct nudging of the COSMO-CLM/MESSy nests is not performed. Therefore, they can develop their own dynamics to a certain degree.

During the campaign, simulated wind fields and GHG mixing ratios were available from forecast simulations, and after the campaign from one corresponding analysis simulation. Mixing ratios of various GHG tracers have been simulated, where each individual tracer is subject to a specific emission source (or a set of emission sources) from different (individual or combined) inventories (see Table 2). Details about the inventories mentioned below are discussed in Sect. 2.4.

For the “city” tracer (c-CO\textsubscript{2}, c-CH\textsubscript{4}; see Table 2) we used an emission inventory provided by the city of Berlin (BERLIN inventory), that was gridded to a spatial resolution of 1 km × 1 km. This inventory provides detailed information about emissions from different sectors in Berlin as point, line and area sources and includes both air pollutants and GHG (AVISO GmbH and IE Leipzig, 2016). To account for surrounding emissions, we included strong point sources outside of Berlin, which were reported to the European Pollutant Release and Transfer Register (E-PRTR). For CO\textsubscript{2}, eight facilities with combined emissions of 5.7 Mt CO\textsubscript{2} in 2016 were added (which is roughly 1/4\textsuperscript{th} to 1/3\textsuperscript{rd} of total Berlin emissions), for CH\textsubscript{4} this applies to two sources: landfill Schoeneicher Plan (south of Berlin) with 1.37 kt CH\textsubscript{4} in 2016 and landfill Neuenhagen (NE of Berlin) with 0.13 kt CH\textsubscript{4} in 2015. These simulated “city” tracers serve as baseline for the later analysis.

We further derived emissions for the “waste water” (w-CH\textsubscript{4}) and “landfill” (l-CH\textsubscript{4}) tracer according to Sect. 2.4.2, ranging from 1 to 7 kt CH\textsubscript{4} a\textsuperscript{-1} and from 0.1 to 32 kt CH\textsubscript{4} a\textsuperscript{-1}, respectively. To account not only for point sources outside of Berlin, but also the regional background, we merged the BERLIN inventory into the European CAMS-REG inventory (r-CO\textsubscript{2}, r-CH\textsubscript{4}). Since total CH\textsubscript{4} emissions for both inventories within Berlin differ by a factor of ~4.5 (see Table 3) it was necessary to scale the BERLIN CH\textsubscript{4} emissions with this factor to ensure that no artificial gradient in the simulated CH\textsubscript{4} mixing ratio is introduced at the boundary between the two merged inventories. For CO\textsubscript{2} no scaling was applied, however, grid boxes at the outermost boundary of BERLIN with very low emissions were removed.

During the model simulation the vertical profiles of all tracers (and several meteorological quantities) have been on-line sampled along the flight tracks (submodel S4D, described by Jöckel et al., 2010). This high-frequency output (at each model time step) is used for comparison

### Table 2: Overview of the different tracers simulated with MECO(n) and the corresponding emission sources. DOI: https://doi.org/10.1525/elementa.411.t2

<table>
<thead>
<tr>
<th>Tracer</th>
<th>Inventory input</th>
</tr>
</thead>
<tbody>
<tr>
<td>c-CO\textsubscript{2} (“city”)</td>
<td>BERLIN + E-PRTR</td>
</tr>
<tr>
<td>c-CH\textsubscript{4} (“city”)</td>
<td>BERLIN (+4.5) + E-PRTR</td>
</tr>
<tr>
<td>w-CH\textsubscript{4} (“waste water”)</td>
<td>Status report of MLUL (2017) combined with EDGAR v4.3.2 waste water emissions from 2012</td>
</tr>
<tr>
<td>l-CH\textsubscript{4} (“landfills”)</td>
<td>CORRECTIV (2016) as input for LandGEM</td>
</tr>
<tr>
<td>t-CH\textsubscript{4} (“total”)</td>
<td>BERLIN × 4.5 + E-PRTR + w-CH\textsubscript{4} + l-CH\textsubscript{4}</td>
</tr>
<tr>
<td>r-CO\textsubscript{2} (“regional”)</td>
<td>BERLIN merged into CAMS-REG</td>
</tr>
<tr>
<td>r-CH\textsubscript{4} (“regional”)</td>
<td>BERLIN (+4.5) merged into CAMS-REG</td>
</tr>
</tbody>
</table>

\(^{a}\) For a detailed description of the inventories see Sect. 2.4, Figure 1 and Table 3.
with the observations. We refrain from computing simulations with the EDGAR emissions, as the inventory is a factor ~10 coarser than the MECO(n) model resolution (~1 km × 1 km). Hence, using such a coarse emission inventory with a much finer model resolution will not add useful information.

### 2.4 Greenhouse gas emission inventories

#### 2.4.1 Inventorial emissions

In this section we compare three available GHG emission inventories from global to local scales for the city of Berlin and its surrounding area: (a) the global inventory EDGAR v5.0 for the year 2015 with a resolution of 0.1° × 0.1° (Crippa et al., 2019); (b) the European inventory CAMS-REG v1.1 for 2015 with a resolution of 0.0625° × 0.125° (Kuenen et al., 2014); and (c) a local Berlin inventory, referred to as BERLIN, for 2012 (Berliner Emissionskataster v1.0, AVISO GmbH and IE Leipzig, 2016), provided by the Senatsverwaltung für Stadtentwicklung und Umwelt Berlin (A. Kerschbaumer). The latter inventory consists of individual area, point and line sources which for this study have been projected to a 0.01° × 0.01° longitude-latitude grid (~1 km resolution). Parts of this inventory are described by Brunner et al. (2019) and by Kuhlmann et al. (2019a).
Figure 1 shows the CO$_2$ (upper row) and CH$_4$ (lower row) emission maps for the EDGAR (panels a), CAMS-REG (panels b) and BERLIN (panels c) inventories, respectively, along with the city boundary of Berlin. Table 3 lists the estimated CO$_2$ and CH$_4$ emission totals within the city boundary together with the main contributing sectors in detail. The first column presents for each inventory the emissions in Mt CO$_2$ and kt CH$_4$ per year [a$^{-1}$], while the second column lists the relative share of the sectors in percent. CO$_2$ is split into contributions from fossil fuel (ff) and biofuel (bf) for the EDGAR and CAMS-REG inventory (see parentheses in Table 3), while for the BERLIN inventory this information is not available. Total CO$_2$ emissions from Berlin range from 16.8 to 24.2 Mt a$^{-1}$ between different inventories and thus agree within a factor of ~1.4. The CO$_2$ emissions (note that all CO$_2$ maps are plotted in the same colour range in Figure 1) are rather confined to the inner city, since they are closely coupled to fossil fuel consumption related to energy production and transport (Helfter et al., 2011), and thus to areas with high population density and locations of power plants. This is also reflected in the emission sectors, as the majority of emissions (79 to 82%) within the three inventories are related to fuel combustion for the generation of electricity and heat. The emission strength itself, however, is different, while the inventories agree in the numbers for the road transport sector. According to EDGAR, the relative CO$_2$ contribution from the road traffic sector for Berlin (~10%) is slightly lower than for greater Paris (~16%) or London (~22%). This is most likely explainable by the high dominance of point source emissions from power plants located within the city of Berlin. Roughly 94% of point source CO$_2$ emissions reported to E-PRTR in 2016 was released from power plants. In contrast, these emissions only account for zero and ~21% for the inner and outer city of London, respectively, and for ~24% for Paris. Strong CO$_2$ sources outside the city are located at different spots when comparing EDGAR and CAMS-REG.

With respect to CH$_4$, larger discrepancies are present between the inventories; both in the partitioning into different sectors and in the magnitude of emissions (factor ~8). Therefore, each CH$_4$ panel has its own colour scale. In EDGAR, strongest CH$_4$ sources are located outside the city and mainly consist of solid waste landfills and waste water handling. In contrast, emissions reported in CAMS-REG are mainly due to fuel combustion for the generation of electricity and heat and fuel exploitation, with only little contribution of waste treatment and disposal. Hence, the spatial distribution of CH$_4$ emissions is similar to the CAMS-REG CO$_2$ emission distribution. Interestingly, BERLIN also reports almost no emissions from the waste sector, the main contribution of 2.3 kt CH$_4$ a$^{-1}$ results from leakages during natural gas transport in pipelines and during storage in gasometers. According to the report for the Berliner Emissionskataster (AVISO GmbH and IE Leipzig, Figure 1: Emission maps for the Berlin area. Emission maps are shown for CO$_2$ (upper row; same colour scale for every panel) and CH$_4$ (lower row; different colour scales) from three inventories: (a) EDGAR v5.0 for 2015 with a resolution of 0.1° × 0.1°; (b) CAMS-REG for 2015 with a resolution of 0.0625° × 0.125°, superimposed are selected point sources from E-PRTR for simulation purpose (see Sect. 2.3.2); (c) BERLIN inventory for 2012 with a resolution of 0.01° × 0.01°. The horizontal stripes in CO$_2$ are due to take-off and landing at the two major airports. Note that the BERLIN inventory is slightly enlarged (distance scale). DOI: https://doi.org/10.1525/elementa.411.f1
For Table 3 we estimated the emissions in EDGAR and CAMS-REG based on the percentage of the grid cell area being within the city boundary based on OpenStreetMap (2018), which uses an administrative boundary dividing Germany into 16 federal states, including Berlin. The population is less dense in the surrounding state Brandenburg (with 84 inhabitants per km$^2$) compared to Berlin (4055 inhabitants per km$^2$; Strukturatlas Land Brandenburg, 2017). For details see Figure S9 in the supplement. A sensitivity test, where only the grid cells in EDGAR (CAMS-REG) were taken, which contain at least 75% of the city area, reveal that total emission estimates are lower, both for CH$_4$ with ~25% (20%) and for CO$_2$ with ~7% (4%). Nevertheless, the large discrepancies between the CH$_4$ inventories cannot be explained by this, as total CH$_4$ emissions still vary by a factor of ~6.

Member states of the EU further have to report emissions from single industrial facilities to the European Pollutant and Transfer Register (E-PRTR), if their release to air exceeds a threshold of 0.1 Mt a$^{-1}$ for CO$_2$ or 0.1 kt a$^{-1}$ for CH$_4$ (http://prtr.ec.europa.eu/#/pollutantinfo, last access: 18.09.2019). In Figure 1b these point sources are superimposed on the CAMS-REG inventory to point out that locations of hot spots (and their source strengths) do not always match between EDGAR and CAMS-REG, and thus to highlight the importance of an experimental verification of GHG emissions around Berlin.

2.4.2 Additional CH$_4$ emissions from waste water treatment plants and illegal landfills

As described above, CH$_4$ emissions show large discrepancies between the three different inventories, especially with respect to the waste sector. Therefore, we collected additional information on locations of sewage-treatment plants and on unofficial waste deposits, which reflect strong point sources. We derive corresponding CH$_4$ emissions and implement them as separate tracers in the MECO(n) model simulation (see Table 2) to determine their source strengths individually, and to compare them to the other emissions.

Figure 2a shows sewage-treatment facilities superimposed on the EDGAR v5.0 waste water CH$_4$ emission map from 2015. We took information on sewage-treatment plants from a status report of the Ministerium fuer Laendliche Entwicklung, Umwelt und Landwirtschaft (MLUL, 2017) and determined their exact position with Google Earth. Since the report only covers the state of Brandenburg, we added the one sewage-treatment plant within the Berlin city boundary (Ruhleben, Berliner Wasserbetriebe). As obvious in Figure 2a, larger plants surrounding Berlin (they are sized according to their population equivalent) correlate very well with pixels of stronger EDGAR CH$_4$ emissions. Therefore we transferred their emissions and assigned the remaining smaller facilities with an arbitrarily chosen CH$_4$ rate of 1 kt a$^{-1}$ to ensure a visible signal in the model output (note that although...
Figure 2a shows the EDGAR v5.0 waste water map of 2015, the values from 2012 (v4.3.2) were assigned to the facilities as the model run was not repeated after updating to the most recent inventory v5.0). Landfills are another well-known CH$_4$ emission source, which we consider separately. In Figure 2b official landfills (reported by E-PRTR) are mapped together with illegal waste dumps, which are based on information from the non-profit organization CORRECTIV. Their article reveals that more than 100 illegal landfills in Brandenburg contain at least three million tons of waste; however, the legal disposal would cost more than 320 million Euros (CORRECTIV, 2016). We calculated CH$_4$ emissions using the Landfill Gas Emission Model (LandGEM, 2005, v3.02), provided by the United States Environmental Protection Agency (EPA). Input parameters are the amount of waste and the year of the first deposit as waste is continuously decomposing. If no information on the year was available, we used the most frequently reported (i.e. year 2000). Furthermore, we assumed a constant decay rate ($k = 0.038$) and a degradable organic carbon content ($DOC = 0.2028$) based on moderate climate, and assuming all waste material being from municipal solid waste landfills (EPA, 2010). Estimated CH$_4$ emissions range from 0.002 to 16 kt a$^{-1}$. We do not claim that calculated emissions from sewage treatment and landfills represent true values, however, they serve as input for model sensitivity tests to study the importance of these sectors (see Sect. 3.3.1).

3 Results and discussion
3.1 Flight strategy and mission overview
As discussed in Sect. 2.2 we optimised the mission flight strategy to study GHG fluxes of Berlin using the mass balance approach. Our flight planning mainly relied on the MECO(n) plume forecast of the GHG city tracers c-CO$_2$ and c-CH$_4$ (see Table 2). With horizontal latitude-longitude projections as well as vertical height profiles, we determined the location of the urban pollution plume and the distance at which the plume is supposed to be vertically well mixed. Furthermore, we used the meteogram for Berlin-Tempelhof provided by the German Weather Service (Deutscher Wetterdienst, DWD) on the basis of their ICON (icosahedral Nonhydrostatic) forecast model, as well as animated forecasts based on ECMWF and GFS (Global Forecast System) from windy.com to verify the wind forecasts from MECO(n). Flight plans had to be submitted to air traffic control (ATC) on the day before the flight and were approved (either as submitted or slightly modified) shortly before the flight. However, discrepancies between the previous day forecast and the actual wind conditions, together with the heavy air traffic situation in and around Berlin with its two major airports (Berlin-Tegel and Berlin Schoenefeld), generally hampered the realization of the flight patterns, which were designed for optimized sampling of the in- and outflow.

Five research flights were conducted with the DLR Cessna aircraft between 16$^{th}$ and 26$^{th}$ of July 2018 from the airfield Schoenhagen, located ~40 km southwest of Berlin (see Figure 3). The typical mass balance pattern was roughly perpendicular to the prevailing wind direction, which was mainly from NW to NE. Flights were conducted between ~11:30 and ~15:00 UTC (+2 hours for local time) to ensure a fully developed PBL. To characterise the PBL during each flight, we obtained a vertical profile (upward spiral, typically between 0.3 and 3 km) at the Tempelhofer Feld (TF, south of the city centre). The horizontal extent of Berlin is approximately 35 to 45 km. In order to assure complete sampling of the urban outflow, the length of our...
stacked downwind transects (so-called “wall”) was planned to cover more than 80 km distance at a typical downwind distance of roughly 30 to 40 km. Table 4 presents an overview of all research flights including date, flight time, average wind direction, average wind speed, PBL depth (estimated from the meteorological measurements, see Sect. S2) and the general weather situation. Time series for \( \text{CO}_2 \), \( \text{CH}_4 \) and flight altitude of each flight can be found in Figure S1, as well as altitude profiles of virtual potential temperature, static temperature, and relative humidity to estimate the PBL depth in Figure S2.

In the following section we apply and discuss the mass balance approach for the case study on July 20th as strong \( \text{CO}_2 \) and \( \text{CH}_4 \) signals from urban emissions were distinguishable from the atmospheric background variability together with ideal meteorological conditions prevalent on that day. For the flight on July 24th the limitations of the mass balance approach are discussed in Sect. 3.3.2. We further excluded the remaining three performed flights (on 18th, 23rd and 25th of July) from the mass balance analysis due to the following reasons: Based on Table 4 and Figure S2 it is apparent that the PBL on July 18th and 25th is not clearly separated from the free troposphere and not well-mixed. In addition, the wind speed on July 18th is rather high with more than 8 m s\(^{-1}\) on average. On July 23rd meteorological conditions appeared to be favourable, however, the urban plume is most likely missed, mainly because of the large difference between forecasted and real wind direction (\( \sim 40^\circ \)) and the inflexibility to adapt the submitted flight pattern ad hoc due to air traffic control restrictions.

### 3.2 Mass balance flight on July 20th

3.2.1 Flight pattern and airborne observations
On July 20th the research flight was conducted between ~11:30 and ~14:00 UTC. The flight pattern is shown in Figure 4a, the time series of the measured mixing ratios are shown in Figure 4b. Table 4 presents an overview of all research flights including date, flight time, average wind direction, average wind speed, PBL depth (estimated from the meteorological measurements, see Sect. S2) and the general weather situation.

<table>
<thead>
<tr>
<th>Day of July 2018 (weekday)</th>
<th>Take-off and landing [UTC]</th>
<th>Avg. ( \text{wind direction} ) [deg]</th>
<th>Avg. ( \text{wind speed} ) [m s(^{-1})]</th>
<th>PBL depth(^a) [m]</th>
<th>Weather situation</th>
</tr>
</thead>
<tbody>
<tr>
<td>18th (Wed.)</td>
<td>11:35–14:13</td>
<td>304 ± 14</td>
<td>8.5 ± 1.8</td>
<td>1079 ± 26</td>
<td>West of occlusion along border Germany/Poland</td>
</tr>
<tr>
<td>20th (Fri.)</td>
<td>11:30–14:07</td>
<td>299 ± 27</td>
<td>4.8 ± 1.8</td>
<td>2737 ± 2</td>
<td>Ridge of high pressure system, low level clouds</td>
</tr>
<tr>
<td>23rd (Mon.)</td>
<td>11:37–14:08</td>
<td>296 ± 16</td>
<td>5.6 ± 1.4</td>
<td>1419 ± 4</td>
<td>Clear sky</td>
</tr>
<tr>
<td>24th (Tues.)</td>
<td>12:12–14:59</td>
<td>25 ± 34</td>
<td>3.3 ± 1.3</td>
<td>2046 ± 1</td>
<td>Eastern edge of high pressure system, low level clouds</td>
</tr>
<tr>
<td>25th (Wed.)</td>
<td>11:28–14:10</td>
<td>27 ± 28</td>
<td>3.3 ± 1.1</td>
<td>1969 ± 56</td>
<td>South-eastern edge of high pressure system, low level clouds</td>
</tr>
</tbody>
</table>

\( ^a \)For the average wind speed and direction the average of the whole flight is considered, excluding winds above the PBL when different.

\( ^a \)PBL depth is estimated from meteorological measurements, see Sect. S2.

\( ^a \)PBL has two layers.

**Figure 4:** Flight pattern and time series of July 20th. (a) The downwind wall is colour-coded according to the flown horizontal distance (0 km corresponds to the starting point ‘A’ at 52.41°N and 13.95°E). Backward trajectories (\( \sim 12 \) h, in grey) are started from the downwind “wall” at 13 UTC, while every 5th trajectory within the PBL is colour-coded according to its relative time since the calculation start. (b) The grey sections of the altitude curve correspond to the inflow section of the flight; other colours same as in panel (a). DOI: https://doi.org/10.1525/elementa.411.f4
of CO₂ and CH₄, as well as flight altitude are presented in Figure 4b.

Forecasts indicated north-northwesterly winds and a boundary layer height of ~2 km. However, during the flight itself, the wind came from the north-west with 4.8 m s⁻¹ on average. We first headed towards the north (indicated by the black arrow in Figure 4a) to perform the upwind leg roughly at the middle of the PBL (~780 m). This upwind section is shaded grey on the altitude curve visible in Figure 4b. A detailed vertical profile was obtained at the Tempelhofer Feld from ~350 m up to ~3.2 km (with an ascend rate of ~3 m s⁻¹), hereby detecting the lowest CH₄ mixing ratios during the entire flight (note the split CH₄ axis; see also vertical profile in Figure 5c). The in-flight derived PBL height from the vertical profile was then used to adapt the heights of the following downwind transects to roughly 500 m, 1 km and 1.6 km. This so-called downwind “wall” is colour-coded in both panels according to the horizontal flown distance. Sampling of the urban plume started at point ‘A’ (marked with 0 km distance) towards the south-west (indicated with negative distances). Since in-flight observations of atmospheric GHG mixing ratios did not reach background concentration levels as observed at the starting point, we extended the downwind transects in-flight. Due to air space restrictions this was only possible by flying strictly towards the north (indicated with positive distances). Figure 4a also includes HYSPLIT backward trajectories for the last 12 hours, which were started from the entire downwind “wall” at 13 UTC. Colour-coded is (for simplicity) only every 5th trajectory within the PBL to its relative time since its calculation start. The grey colours underneath depict, in addition, also trajectories being outside the PBL. The trajectories reflect the prevalent wind direction and wind speed quite well (ECMWF forecast data and airborne wind measurements reveal Pearson correlation coefficients between R = 0.95 and R = 0.98; for details see Figure S4 and S5) and indicate a steady wind flow within the PBL for at least 6 hours prior to our measurement.

Figure 5a presents the measured CO₂ (upper panel) and CH₄ (lower panel) mixing ratios along the horizontal distance at the three different altitudes of our “wall”. The encountered CO₂ plume is detected approximately between ~30 and 15 km, thus in the more northern part of our flight track, whereas the centre of the CH₄ plume extends more to the south-west (roughly between ~50 and 15 km). A similar CO₂ distribution was observed at all altitudes with maximum enhancements of 4 ppm, indicating a generally well-mixed plume. Measured CH₄ mixing ratios in the two lower flight levels are also coherent with enhancements of 21 ppb, but the highest flight level shows a different pattern with a dip in CH₄ between ~20 and 0 km. Differences in the vertical distribution of CO₂ and CH₄ can be explained by a combination of three effects: a) differences in the

---

**Figure 5: Downwind GHG mixing ratios and vertical profile at the Tempelhofer Feld of July 20th.** (a) Measured CO₂ and CH₄ mixing ratios (segment mean) at three different altitudes within the PBL along the flown horizontal distance. The background based on the edges of the flight leg is shown with dashed lines, the background based on mixing ratios measured upwind as light purple line (see Sect. 3.2.2 for details). (b) Vertical profile of virtual potential temperature (θᵥ), static temperature (TS) and relative humidity (RH) at the Tempelhofer Feld. The derived PBL depth is shown as black dashed line. (c) Vertical profile of CO₂ and CH₄ at the Tempelhofer Feld, the terrain height of ~43 to ~50 m reflects the west to east cross-section at the Tempelhofer Feld retrieved from Google Earth. DOI: https://doi.org/10.1525/elementa.411.f5
spatial distribution of the emissions sources (see Sect. 2.4), b) differences in the emission height, and c) differences in the buoyancy of the gases at their release point. CO2 is largely emitted via stacks, already occurring at a certain elevated height above ground level, which may influence the distribution due to the altitude dependent wind speed and direction (Brunner et al., 2019). Furthermore, CO2 emissions are closely coupled to fossil fuel consumption and thus to higher temperatures during the release, which enhance the buoyancy of the air parcels and the mixing in the vertical. In contrast, CH4 emissions are usually not emitted during exothermic processes, therefore the vertical mixing might be less pronounced. In addition to these broad enhancements, some small-scale enhancements (~3 to 5 km wide peaks) are observed at ~7 km distance (in CO2) and further north at ~11 km (in CH4).

Figure 5b shows the vertical profile obtained at the Tempelhofer Feld (from roughly 12:00 to 12:30 UTC) of virtual potential temperature (θv), static temperature (TS) and relative humidity (RH). The PBL depth was determined from that profile to 2737 ± 2 m (dashed black line), where the uncertainty of 2 m reflects the average of the three different approaches used herein (see Sect. S2 in the supplement). The PBL on July 20th was well-mixed and efficiently capped as seen in the strong gradients in θv, TS and RH between the PBL and the free troposphere. The PBL depth also agrees well with aerosol lidar measurements at Leipzig performed within the European Aerosol Research Lidar Network (EARLINET), indicating a PBL depth of roughly 2600 m at 14 UTC (see Figure S3).

3.2.2 Greenhouse gas flux results
Our measurements on July 20th, presented in Figure 5a, show that the urban CO2 plume is well-mixed at the different sampling altitudes between ~500 m and ~1600 m, which is also well represented by the MECO(n) model (see Figure 8c later). The vertical mixing of the CH4 plume seems slightly less pronounced, as indicated by the measurements of the highest altitude transect (see Figure 5a and previous Sect. 3.2.1). Based on the simulated vertical GHG distribution within the entire PBL at the downwind transects (see Figure S10 and Sect. S8 in the supplement for further details), we further deduce that the CO2 emissions are also well-mixed above and below our flight altitudes and more specifically, throughout the PBL, where emissions are efficiently trapped by the strong inversions (as illustrated by the meteorological measurements in Figure 5b). We then estimate the emission rate individually for each single transect, similar to the method described by e.g. Karion et al. (2013) and Peischl et al. (2013). Thereby, actual wind (and temperature and pressure) measurements are considered at each single GHG measurement point. The estimated mass flux then is derived as the mean from the three single mass fluxes, which also account for the less homogeneous distribution of the CH4 plume. As introduced in Sect. 2.2 and shown in Eq. (1), uncertainties in the mass flux are influenced by uncertainties in the choice of background determination, wind speed, wind direction and varying PBL depth. Table 5 lists the emission rate estimate and sources of uncertainties, which are discussed in the following.

We illustrate two approaches to obtain the atmospheric background mixing ratio (see Figure 5a). The first approach uses the linear interpolation of atmospheric mixing ratios between the plume edges (indicated by the dashed lines). For this, the plume was defined as when the measured mixing ratios exceeded the inward running mean (interval of ±30 s) plus one standard deviation (only for CO2) for at least five consecutive measurement points. The atmospheric background is then calculated using the average of 60 measurement points outside the plume. One exception is the south-western end of the intermediate CH4 transect (i.e. at negative distances), which is marked in purple. Due to missing observational data in that transect, we did not observe a decrease in CH4 mixing ratios down to lower (and hence, atmospheric background) values as detected for the other two transects (indicated in grey and blue). In this case, we therefore used the mean CH4 background determined from the other two transects. Each altitude transect thereby is treated separately to account for possible vertical atmospheric gradients, and both sides of each transect are considered to capture the horizontal gradients.

In a second approach to obtain the atmospheric background, the mixing ratios measured during the upwind leg (indicated by the light purple line in Figure 5a) were projected on the downwind wall using the calculated HYSPLIT trajectories. It is assumed that the mixing ratios from the upwind leg are valid for the entire PBL (i.e. for all three transects). Using that approach, we still obtain quite good agreement between the CO2 mixing ratios measured on both edges of the downwind plume and in the upwind leg. However, the measured CO2 mixing ratios in the inflow leg are somewhat larger than the linearly interpolated background. For CH4, the slope of the SW to NE gradient is steeper in the inflow leg compared to the slope in the downwind observations. The large impact of the choice of background is reflected in the resulting flux calculations, which differ by nearly 50% in the case of CO2. Using the first approach, we obtain a stronger flux (2.12 ± 1.70 t CO2 s⁻¹) compared to the second approach (1.39 ± 0.76 t CO2 s⁻¹). For CH4, the mean fluxes do not differ as much (21%). It is worth noting that the upwind leg was flown between ~11:35 and ~12:00 UTC, while the downwind leg was probed between ~12:30 and ~13:50 UTC. Consequently, with an average measured wind speed of 4.8 m s⁻¹ and a distance of ~50 km between the up- and downwind

Table 5: Estimated mass flux and uncertainties for CO2 and CH4 for July 20th. DOI: https://doi.org/10.1525/elementa.411.t5

<table>
<thead>
<tr>
<th></th>
<th>CO2</th>
<th>CH4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mass flux</td>
<td>1.39 ± 0.76 t s⁻¹</td>
<td>5.20 ± 1.70 kg s⁻¹</td>
</tr>
<tr>
<td>Uncertainties</td>
<td>±52 [%]</td>
<td>±21 [%]</td>
</tr>
<tr>
<td>Choice of background</td>
<td>±52</td>
<td>±21</td>
</tr>
<tr>
<td>Wind speed and direction</td>
<td>±15</td>
<td>±23</td>
</tr>
<tr>
<td>PBL depth variation</td>
<td>±9</td>
<td>±10</td>
</tr>
</tbody>
</table>
transects, the air was not sampled in a Lagrangian manner. Such sampling involves first the measurement of an air mass at a specific starting location, and second the re-sampling of the same air mass after it has been transported to a new location. These observations demonstrate the importance of separating the urban plume from enhancements caused by emissions from anthropogenic sources (or natural variability) upstream of the city, even in the case of an apparently relatively isolated city as Berlin (see population density in Figure S9). Upwind of the flight track (to the east and west) two large nature parks are located (Naturpark Westhavelland, Biosphärenreservat Schorfheide-Chorin) having a population density of only 50 to 100 inhabitants per km² (see also Figure S9).

With respect to Figure 1, their location is still included in the plots (at ~53°N and 12.8°E; ~53°N and 13.3°E, respectively), however, neither EDGAR nor CAMS-REG indicate any relevant sources of CO₂. For CH₄ (at least in EDGAR) two grid cells in the vicinity are coloured in green, indicating emissions from solid waste disposal.

Similar to Cambaliza et al. (2014), we calculated the influence of the uncertainty of the wind on the estimated flux by Δflux/Δu and wind speed (±0.3 m s⁻¹) translate into errors of ±15% in the CO₂ flux and ±23% in the CH₄ flux. On July 20th we only penetrated the free troposphere once, but comparable conditions (i.e. pronounced inversions) were also prominent on July 18th (see Figure S2). On July 18th we performed two vertical profiles separated by approximately two hours and observed only a difference of ~50 m (~2%) in the PBL depth. If we assume that no significant PBL variation (~2%) occurred during the flight on July 20th, the errors are small in the estimated fluxes (~1%).

To test the sensitivity of the derived mass fluxes on the PBL depth variability, we calculated the errors for larger variations as well. In the case the PBL depth would change by 5 to 10% (roughly 140 to 270 m), the errors in the estimated fluxes (~10% for the CH₄ flux and <9% for the CO₂ flux) are still smaller than the uncertainty arising from wind speed and wind direction (15% for CO₂ and 23% for CH₄, see Table 5). Entrainment and detrainment from the free troposphere, another possible source of error, can be excluded in this case due to the pronounced inversions at the top of the PBL (see Figure 5b).

3.2.3 Discussion on emission fluxes

To be able to compare our flux estimate with the corresponding area of the three emission inventories EDGAR, CAMS-REG and BERLIN (see Sect. 2.4), we first determine a footprint area with HYSPLIT. The footprint reflects the percentage of the air mass within the PBL at a specific location (of a defined latitude-longitude grid) between the upwind and the downwind track (see Sect. 2.3.1). To determine the horizontal edges, backward trajectories were released only for GHG enhancements greater than zero after subtracting the upwind mixing ratios from the observed downwind mixing ratios.

Figure 6 gives the flight path of July 20th, where the downwind wall is colour-coded according to the GHG enhancement, and the footprint analysis is shaded with

![Figure 6: CO₂ and CH₄ footprint of July 20th](https://doi.org/10.1525/elementa.411.f6)
respect to the observed CO$_2$ and CH$_4$ plume. The distribution of trajectory points in Figure 6a is relatively homogeneous and indicates that the CO$_2$ plume covers the entire city. The sharp spikes in CO$_2$ (see Figure 5a at roughly 7 km distance) are detected directly downwind of three CO$_2$ point sources listed in E-PRTR: Fels-Werke GmbH, CEMEX Zement GmbH, and Vattenfall Europe New Energy Ecopower GmbH. They are located within a 1 km radius next to each other (marked in orange) and together report emissions of 1.9 Mt CO$_2$ in 2016. In contrast, the footprint of the CH$_4$ plume (Figure 6b) indicates that sources in the south-west outside of Berlin contribute to the measured CH$_4$ enhancement.

In a next step, we scale our flux estimate to a yearly value (regardless of diurnal, weekly or seasonal cycles), the result is shown in Figure 7 with blue bars. Grey bars denote emissions of CAMS-REG, EDGAR and BERLIN within the Berlin city boundary. The striped bars represent emissions from the footprint-corrected inventories of CAMS-REG and EDGAR, i.e. the emissions in the inventory grid cells, which are covered by the footprint area, are added up. Thus, we get 35 to 75% larger emission rates for CO$_2$ and 40 to 270% larger emission rates for CH$_4$ if we consider the sources which are located outside the definition of the city boundaries. According to Stohl (1998), trajectories may deviate by 10% of their travelled distance. Thus, the footprint area for this case study might be mislocated by up to ~7.5 km. The resulting deviation in the total inventorial emissions is considered by the error bars in Figure 7.

For the flight on July 20th, our annual CO$_2$ emission rate of ~44 ± 24 Mt a$^{-1}$ is larger than the CAMS-REG and the EDGAR footprint estimates, but agrees within the error bars. Previous studies showed, that urban CO$_2$ emissions based on EDGAR (especially related to the road transport sector) are likely overestimated, however these studies only focused on American cities (e.g. Gately et al., 2013; McDonald et al., 2014; Gately and Hutyra, 2017). Gately et al. (2013) pointed out, that based on the road density proxy a downscaling of total US emissions leads to an overestimation of on-road emissions for areas with higher than average road densities (and vice versa). Also in the study by McDonald et al. (2014) vehicle emissions were overestimated by 40 to 80% in Californian cities. We are not aware of similar studies for European cities. While there is a strong seasonality of CO$_2$ fluxes due to domestic heating (with its emission maximum in winter), the contribution from road traffic (the second most important CO$_2$ sector for this study according to the inventories, see Table 3) is relatively constant throughout the year (Kuc et al., 2003; Gioli et al., 2012; EDGAR monthly resolved emissions in 2010). As a consequence, inventorial CO$_2$ fluxes in summer are expected to be lower than presented in Figure 7. Thus, probing Berlin during different seasons would be very valuable.

Hase et al. (2015) reports on urban Berlin emissions apparent in XCO$_2$ signals (column-averaged dry air mole fraction) from five ground-based Bruker EM27/SUN Fourier-Transform infrared (FTIR) spectrometers. Applying a simple dispersion model for three measurement days in June and July 2014 they retrieve a CO$_2$ source strength of 0.8 t s$^{-1}$. Compared to the estimate of Hase et al. (2015), our flux estimate is almost twice as large, but agrees well within the error estimate. Our stronger emission rate is not surprising, as measurements were performed four years apart and CO$_2$ emissions have a very strong seasonal and diurnal cycle. In addition, due to the fixed location of FTIR spectrometers, emission rates might have been estimated from a different (possibly smaller) footprint area, which would result in lower emission rates.

In the temperate latitudes the CO$_2$ uptake of plants usually predominates in spring and summer. A modelling study using synthetic CO$_2$ data by Mueller et al. (2018) showed, that for the Baltimore-Washington area a substantial fraction of ~35% of the CO$_2$ background variability is caused by biogenic sources and sinks in July.

![Figure 7: GHG emission fluxes for the Berlin area. Estimated mass balance fluxes for CO$_2$ (left) and CH$_4$ (right) from the flight on July 20th in blue. Grey bars indicate inventorial fluxes within the Berlin city boundary. Striped bars represent the inventory fluxes enlarged by the area from the corresponding footprint analysis. DOI: https://doi.org/10.1525/elementa.411.f7](https://doi.org/10.1525/elementa.411.f7)
Therefore, we simulate the biogenic CO$_2$ flux with the Vegetation Photosynthesis and Respiration Model (VPRM, Mahadevan et al., 2008) coupled with WRF-GHG (Beck et al., 2013) in order to estimate the influence of the photosynthetic uptake and respiration on our assessment of the anthropogenic flux. According to our analysis, the maximum daytime photosynthetic uptake predicted over the footprint area is at most 12% of the estimated anthropogenic flux. Due to that and the fact that the change of the predicted CO$_2$ biogenic signal over the small constrained area is low (well within the observed variability of the signal), we have concluded that the explicit correction for the biogenic influence is not needed. More information can be found in the supplement (see Figure S6 and the discussion therein). Hardiman et al. (2017) simulates the biogenic carbon flux throughout Massachusetts, including the urban area Boston, by using the VPRM model, which was specifically adapted to urban-specific influences by e.g. incorporating higher temperatures and impervious surfaces like pavement and buildings. They conclude that urban vegetation is probably not offsetting a significant fraction of anthropogenic emissions (e.g. only ~2% in Boston), which is consistent with previous studies cited therein.

In contrast to the observed CO$_2$ plume pattern, the CH$_4$ plume extended further to the west over the city limits. Also the XCH$_4$ signal of Hase et al. (2015) did not follow their XCO$_2$ pattern (due to different sources), and a distinct background could not be observed. Compared to the footprint-corrected inventory data, our annual CH$_4$ flux estimate of $-164 \pm 54$ kt a$^{-1}$ is tremendously larger (factor ~7) than the CAMS-REG estimate, which has only little contribution of the waste sector. However, it agrees better with EDGAR, which considers larger emission amounts coupled to any form of waste treatment (for source sector partitioning see Table 3). According to Saunois et al. (2016), CH$_4$ produced in waste water is dependent on the amount of organic content in the water itself. The inventories considered in their study (EDGAR v.4.2FT2010, GAINS 5a, USEPA 2012) give global emissions from waste water in the range of 9 to 30 Tg in 2005 (3 to 9% of global anthropogenic emissions). For the greater area of Berlin, EDGAR even states that 18% of total emissions are related to waste water handling and 48% to solid waste deposit. In London, waste treatment and disposal is the primary source of CH$_4$ based on the National Atmospheric Emissions Inventory besides natural gas leakage (Pitt et al., 2019). As ethane (C$_2$H$_6$) is co-emitted with CH$_4$ in oil and gas operations, we can use it as a tracer for gas leakages. However, during our mission flights we did not detect any significant variations in the QCLS C$_2$H$_6$ data. When comparing total CH$_4$ emissions from Germany, CAMS-REG is only a factor of 0.4 lower than EDGAR (and both inventories agree for CO$_2$) as both inventories are scaled to fit to the reported country values. As a result, we conclude that the waste sector (SNAP 9) in CAMS-REG is most likely underrepresented in the Berlin area either in terms of strength of terms of spatial distribution, or a combination of both.

### 3.3 Comparison of GHG measurements with the MECO(n) simulation results

With the high-resolution numerical model MECO(n) of $-1$ km $\times$ 1 km we simulate CO$_2$ and CH$_4$ mixing ratios based on different source tracers (as described in Sect. 2.3.2). By comparing the model output to our airborne measurements, we aim to better understand the source sectors and regions contributing to the measured pollution plumes. Note that in the MECO(n) model simulations the potential temporal source strength variability (on daily, weekly or seasonal timescales) cannot be captured, as only annual averaged emissions from the prescribed inventories are available.

#### 3.3.1 Underestimated and missing CH$_4$ sources as observed on July 20th

For the flight on July 20$^{th}$ (as described in Sect. 3.2) backward trajectories were started from the location of the CO$_2$ plume. They cover the entire city of Berlin and the estimated CO$_2$ mass flux is in agreement with current inventories. In contrast, backward trajectories released from the broader CH$_4$ plume, which extend over the city boundary, indicate an impact of emissions from further west of the city and a relatively large CH$_4$ emission flux was derived.

In a first step we simulate GHG mixing ratios based on the local BERLIN inventory to isolate the urban emissions (called c-CO$_2$ and c-CH$_4$ for “city”, see Table 2). Please note, that due to the model biases (as discussed below) MECO(n) in the applied setup is able to provide spatial distributions for the two GHG, but is limited in the representation of absolute values. In Figure 8 different perspectives are presented. Panels (a) and (b) show the 2D distribution of simulated column-averaged dry air mole fraction at 13 UTC to illustrate the plume extent. Panel (c) depicts on the right axis the simulated GHG mixing ratios (indicated in grey), which have been sampled on-line along the flight track (submodel S4D as described by Jöckel et al., 2010). Together with the measured GHG enhancements on the left axis, the GHG distribution along the horizontal distance of the flight track is shown. The measured enhancements refer to the upwind mixing ratios being subtracted from the observed downwind mixing ratios and are indicated in dark red. The average measured wind direction during the flight was $299 \pm 27^\circ$. The MECO(n) results reflect the prevalent wind direction quite well with $305 \pm 36^\circ$, therefore the location of the simulated c-CO$_2$ plume agrees well with the measured CO$_2$ plume. In addition, the shape of the simulated plume is consistent with observations and also the coherent c-CO$_2$ mixing ratios within all heights. However, the maximum enhancements differ by a factor of ~2. This is either the result from underestimated prescribed emissions, or coupled to any form of model biases (or a combination of both). A quantitative comparison of maximum enhancements is difficult due to large differences in simulated wind speed ($+2.1$ m s$^{-1}$) compared to observations, thus reducing the enhancement. Furthermore, differences in the simulated PBL depth (~600 m lower than observed) influence the GHG dilution within the PBL and increase the enhancement,
but also affect the plume width. Emissions from the point sources east of Berlin (see Figure 6a), which are reflected by the sharp CO₂ measurement spikes at ~7 km distance, are clearly visible at ~52.5°N and ~13.8°E, as well as in the simulated c-CO₂ mixing ratio along the flight track.

With respect to simulated c-CH₄ (grey) and measured CH₄ (dark red), it stands out that simulated c-CH₄ enhancements are far too low (factor of ~5), although the BERLIN inventory is already scaled with a factor of ~4.5 (see Table 2) and the observed plume is significantly wider. This implies a huge underestimation of urban source strengths in the BERLIN inventory, or missing CH₄ emissions in the surroundings of Berlin. One should keep in mind that CO₂ observations are reflected by the simulated city emissions quite well. Thus, a number of different tracers were implemented, in order to investigate the origin of the unexpected missing CH₄ sources which are required to reproduce the observed CH₄ pattern.

The outer parts of the plume could not be reproduced by the “regional” tracer r-CH₄ (coupled CAMS-REG inventory; not shown), therefore we did further studies to examine the contribution from emissions of the waste sector to the detected CH₄ plume. Figure 9 depicts simulated CH₄ mole fractions from the tracers related to waste water treatment plants (w-CH₄, panel a), landfills (l-CH₄, panel b) and to the combined tracer t-CH₄ (which is “city” plus “waste water” plus “landfills”, panel c). Largest waste water facilities (they are sized according to their population equivalent) are located directly outside of the city; smaller facilities are found more frequently in the west and south-west and produce a rather homogenous CH₄ mole fraction distribution field, despite their nature of point sources. Simulated CH₄ mole fractions from the landfill tracer (information according to CORRECTIV, 2016) indicate more point-like distributions of enhanced CH₄ either from waste-rich dumps (they are sized according to the amount of deposited waste) or from a spatial concentration of several dumps, e.g. seen in the north of Berlin. Figure 9c shows the mole fractions from the combined t-CH₄ tracer. As already stated in Sect. 2.4, we do not claim that our emission rate estimate for waste water and landfills are correct, however, the inhomogeneous CH₄ distribution, resulting from the t-CH₄ tracer, is consistent with the results of Hase et al. (2015), who report a less uniform and more varying CH₄ background compared to CO₂. The mean mixing ratio from the three altitude transects for each tracer (w-CH₄, l-CH₄, and t-CH₄) is shown in Figure 9d along the horizontal distance of the flight path together with the measured CH₄ enhancement (mean of the lower two flight transects only). Although these model results do not directly reproduce the measured CH₄ plume shape, emissions from waste water plants and landfills contribute (broaden and enhance) to the simulated c-CH₄ plume (see Figure 8c), which considers only the city emissions. These results suggest that for a better understanding of the regional CH₄ budget, emission strengths from these
sources need to be experimentally verified by e.g. a ground based measurement campaign in the greater region of Berlin.

3.3.2 Greenhouse gas plume as observed on July 24th

From the results of Sect. 3.3.1 two hypotheses can be formulated. First, the reported urban CO$_2$ emissions from Berlin are well constrained, since the simulated c-CO$_2$ enhancements are in the same order of magnitude as our measured CO$_2$ enhancements. Second, and in contrast, the reported urban CH$_4$ emissions are largely underestimated. Based on this single research flight we were able to show, that simulated c-CH$_4$ enhancements are dramatically smaller than our measured CH$_4$ enhancements. To analyse the robustness of our hypothesis in more detail, we compare observations from an additional flight performed on July 24th (see Table 4) with the MECO(n) simulated GHG mixing ratios.

The time series of the whole flight (~12:10 to ~15:00 UTC) can be found in Figure S1. **Figure 10a** shows measured CO$_2$ (upper panel) and CH$_4$ (lower panel) mixing ratios of the three downwind transects along the horizontal distance. The flight track is depicted in **Figure 10b** and **c** together with the simulated full atmospheric column-averaged dry air mole fractions from the c-CO$_2$ and c-CH$_4$ tracer, respectively. The flight pattern is constructed similar to the one on July 20th with an upwind transect (at 796 m) and a vertical profile at the Tempelhofer Feld (~0.3 to ~3.2 km; ascend rate of ~3.1 m s$^{-1}$). We sampled the plume at three altitudes (494, 827 and 1308 m) starting from 0 km distance towards the east (indicated with positive distances). Instead of forecasted northern winds (E-W alignment of the flight transects), the wind was blowing from the NNE with 3.3 m s$^{-1}$ on average. To aim for sampling background air, the transects were prolonged towards the NW (negative distance; determined by restrictions from ATC).

As obvious in **Figure 10a**, CO$_2$ and CH$_4$ mixing ratios were enhanced above the background by up to 5 ppm CO$_2$ and 18 ppb CH$_4$, respectively. As seen in the comparable CO$_2$ mixing ratios at all heights, the PBL is generally well-mixed (which is consistent with the meteorological vertical profile, see Figure S2). Measured CH$_4$ mixing ratios are coherent in the two lower flight transects, however, show a different pattern at the highest altitude with a dip in CH$_4$ between ~20 and ~30 km (similar to observations on July 20th, see Sect. 3.2.1). Furthermore, the encountered GHG plume can be divided into two parts, with a positive correlation between CO$_2$ and CH$_4$ in the middle and eastern part ($R = +0.82$) and slightly negative correlations in the north-western part ($R = -0.20$). The dashed lines in **Figure 10a** indicate the linear interpolated background...
mixing ratios based on the edges of the flight track. GHG mixing ratios in the eastern part are lower than in the western part (~1.5 ppm for CO₂ and ~4 to ~6 ppb for CH₄).

We refrain from estimating GHG fluxes based on the mass balance approach for this second case study, because our analyses indicate that due to very low wind speeds emissions accumulated above Berlin during the night and in the morning of July 24th (see Sect. S5 and S6 in the supplement for more details). Steady winds are, however, essential for the mass balance approach.

The simulated column-averaged dry air mole fractions from the c-CO₂ and c-CH₄ tracer at 14 UTC are presented in Figure 10b and 10c, respectively. The downwind “wall” is colour-coded according to the measured enhancement (here the linear background is subtracted from the observed downwind mixing ratios). Figure 10b indicates that the simulated c-CO₂ plume only captures the eastern part of the detected plume, although the simulated wind direction is similar to the measured wind direction (+2°). The mixing ratios along the flight track are depicted in Figure 10d (from the c-CH₄ and c-CO₂ tracer in grey on the right axis, from the airborne measurements in dark red on the left axis). This depiction confirms that the eastern part of the CO₂ plume is well captured by c-CO₂, however, the western part is missing. Neither in the EDGAR inventory, nor in E-PRTR any strong source of CO₂ is present west of Berlin (or within western Berlin), which could explain our observations. Also in the simulated mixing ratio from the r-CO₂ tracer (coupled regional CAMS-REG inventory; not shown) we could not reproduce this part of the plume. However, the disagreement in the plume shape possibly might arise from a transport and/or timing bias in the MECO(n) simulation. The time-series of the simulated GHG plume on the 24th of July shows, that the plume meanders from east to west, i.e. already at 16 UTC the plume is located more in the west (see Figure S11 in the supplement). However, the simulated maximum c-CO₂ enhancement of ~2 ppm is 2 to 3 times lower than our measured enhancement of ~5 ppm. MECO(n) simulates a higher PBL depth (~200 m) and overestimates the wind speed (+2.6 m s⁻¹), thus leading to simulated GHG mixing ratios which are much more diluted within the PBL. Although this dilution cannot be properly quantified, we can deduce that the order of magnitude of simulated c-CO₂ mixing ratios is in much better agreement with our measurements than it is the case for CH₄, similar to the

Figure 10: Measured and simulated GHG mixing ratios on July 24th. (a) Measured CO₂ (upper panel) and CH₄ (lower panel) mixing ratios (segment mean) on July 24th of the three downwind transects along the horizontal distance. The linearly interpolated background is indicated by the dashed line. Panel (b) and (c) show the 2D distributions at 14 UTC of the simulated column-averaged dry air mole fractions of the c-CO₂ and c-CH₄ tracer, respectively. The flight path is drawn in black and the downwind “wall” is colour-coded according to the measured CO₂ and CH₄ enhancement. Panel (d) presents GHG mixing ratios along the horizontal distance (simulated mixing ratios in grey; observed GHG mixing ratios which are averaged to the models resolution of 20 s in dark red). DOI: https://doi.org/10.1525/elementa.411.f10
results from the flight on July 20th. The lower panel of Figure 10d indicates that the plume structure of c-CH$_4$ is well simulated, as well as the coherent mixing ratios at all heights. The maximum simulated enhancement of only ~4 ppb is, however, heavily underestimated (factor 4 to 5).

4 Conclusion

An improved understanding and quantification of the GHG budget is needed for the development of efficient mitigation strategies and for the prediction of future climate impacts. With our study we contribute to the sparse knowledge of GHG emissions from European cities by studying the urban CO$_2$ and CH$_4$ distribution downwind of the German capital Berlin. Emission inventories available for Berlin (EDGAR, CAMS-REG and BERLIN) differ by a factor of ~1.4 and ~8 for CO$_2$ and CH$_4$, respectively.

In July 2018 we performed in situ CO$_2$ and CH$_4$ measurements aboard the DLR Cessna Grand Caravan in the outflow of Berlin to assess the urban GHG emissions from the city. Our measurements showed, that even with sensitive airborne in-situ measurements it remains challenging to detect Berlins GHG emissions, which fits to the observations reported by Hase et al. (2015) who used ground-based FTIR spectrometer measurements, and by Kuhlmann et al. (2019a) who used synthetic CO$_2$ satellite observations.

The detection and isolation of the urban GHG plume, however, was possible during two research flights performed on July 20$^{th}$ and July 24$^{th}$. GHG enhancements were observed in different heights of a well-mixed and efficiently capped boundary layer. Using the mass balance approach, we obtained a CO$_2$ flux of 1.39 ± 0.76 t s$^{-1}$ for the flight on July 20$^{th}$, which is in the same order of magnitude as the numbers given in the presented inventories. Sampled air masses homogenously passed the city of Berlin prior to our measurement, where they were enriched with emissions. Simulated citywide CO$_2$ mixing ratios agree well with our CO$_2$ measurements in location and shape, while a quantitative comparison of simulated and measured maximum enhancements is hampered due to deviations in the wind speed and PBL depth.

For the same flight we calculated a CH$_4$ mass flux of 5.20 ± 1.70 kg s$^{-1}$, which is almost two times larger than the highest reported value in the inventories (i.e. the footprint-corrected estimate from EDGAR). Simulated citywide CH$_4$ mixing ratios were substantially lower than observed as well, indicating a significant underrepresentation of urban emissions in the local BERLIN and regional CAMS-REG inventory. The CH$_4$ plume (in contrast to the CO$_2$ plume) partly originated also from outside of the Berlin city boundary. Our study shows that emissions potentially originate from sources surrounding the city, which are missing in the three investigated inventories. These might include emissions from waste water treatment plants and illegal landfills as indicated by information from other sources. However, for a clear attribution to these sources, a verification of these emissions is required by ground-based measurements and/or further airborne in-situ observations.

Although Berlin can be considered as a relatively isolated city (especially for the densely populated region of Central Europe), we demonstrated the need for precisely determining the inflow GHG mixing ratios and the natural variability of the background concentrations in order to suitably apply the mass balance approach. One possibility to improve the estimation of the background is to sample the upwind and downwind transects in a Lagrangian manner, e.g. also using two aircraft simultaneously. To further improve the knowledge on the regional CH$_4$ budget in the greater Berlin area, subsequent measurement campaigns are needed with a special focus on emission sources located outside the city boundaries. Furthermore, different seasons should be investigated to reflect the seasonal cycle of the emissions.

Our study showed that bottom-up CO$_2$ and, in particular, CH$_4$ emission inventories are subject to large uncertainties at the city scale, even for major cities in highly developed countries like Germany, and that top-down emission estimates are an important tool to verify emission estimates and to reveal missing sources in emission inventories.
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